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Abstract—Despite the number of automatic fault localization
tools available for different languages, finding the code respon-
sible for a software failure is still performed manually. This
paper presents GZOLTARACTION, an automated fault localiza-
tion bot designed for GitHub repositories to assist developers
in identifying software faults within a Continuous Integration
(CI) environment. Leveraging Spectrum-based Fault Localiza-
tion (SBFL) via the GZOLTAR tool, GZOLTARACTION embeds
tailored fault localization reports directly into pull requests or
commits, enhancing developers’ ability to debug efficiently. Our
solution, available on the GitHub Marketplace, offers a practical
and accessible tool for the open-source community, hopefully
helping streamline automatic fault localization and reducing
manual fault-finding efforts.

Index Terms—Bots, Software debugging, Fault localization,
GitHub

I. INTRODUCTION

The continued use of traditional debugging (in particular,
fault localization) techniques has contributed to the high cost
of software failures [1]. To mitigate this, researchers have
proposed automatic techniques to help software developers
identify the location of faults in software programs and ul-
timately repair them [2].

The most successful technique to date is Spectrum-based
Fault Localization (SBFL) [3]. SBFL relies on the execution
behavior (“spectrum”) of the program’s test cases and their
outcome (i.e., pass or fail). Given a spectrum, SBFL uses
statistical methods [4, 5, 6] to compute the likelihood of each
code component (e.g., statement) of being the truly faulty
one. Components are then ranked by their likelihood, i.e.,
suspiciousness score, and the ones with this highest value are
more likely to bee the ones responsible for the software failure.

For Java, several tools and plug-ins that use SBFL have
been proposed, e.g., Vida [7], Falcon [8], GZOLTAR [9],
Jaguar [10], iFL4Eclipse [11], and recently FLACOCO [12].
These tools have been successfully used in several research
studies (e.g., [12, 13, 14, 15, 16]), and some have been
integrated into other tools, for example, both GZOLTAR and
FLACOCO have been integrated into the automatic program
repair tool ASTOR [17]. Despite their success, others have
pointed out [18, 19, 20] that there is a need for a tool
that could perform fault localization in a Continuous
Integration (CI) environment.

Thus, in this paper, we propose GZOLTARACTION, a fault
localization bot for GitHub repositories that runs on GitHub
CI. GZOLTARACTION leverages the most popular fault local-
ization tool, GZOLTAR, to create tailored and embedded fault
localization reports directly in commits and pull requests on
GitHub. In summary, GZOLTARACTION aims to reduce the
effort of debugging software.

GZOLTARACTION’s source code is available at

https://github.com/GZoltar/gzoltar-github-action

and it is also available in the GitHub Actions Marketplace at

https://github.com/marketplace/actions/gzoltar

for others to integrate with their GitHub repositories.

II. GZOLTARACTION

GitHub is the most widely used code hosting service, with
94 million users and 263 million automated jobs running on
GitHub Actions every month as of 2022. GitHub supports
Actions, which allows one to configure a workflow (e.g., one
that compiles the project, runs its test suite, and deploys it)
based on events such as a push or pull request. There are
more than 10,000 Actions on the GitHub Marketplace1 anyone
can use free of charge at the time of writing. GitHub offers
2,000 workflow minutes (per month) for any repository and it
does not require the acquisition or configuration of a server,
unlike other CI tools, e.g., Jenkins. That said, GitHub Actions
might be the most suitable environment to run and integrate
an approach that aims to automate the debugging process, just
like the one we propose in this paper.

A. Implementation

GZOLTARACTION was implemented using TypeScript, a
popular superset of JavaScript language that adds static typing
and improves code readability, and was built with Node.js v16.
It depends on:
• @actions/artifact (v1.1.1) to upload, as an artifact,

the data generated by GZOLTAR to GitHub.
• @actions/core (v1.10.0) to get GZOLTARACTION’s

inputs, set its outputs, and set its status on GitHub Actions.
• @actions/github (v5.1.1) to get the diff between com-

mits and create comments on commit or pull requests.
1https://github.com/marketplace?type=actions

https://github.com/GZoltar/gzoltar-github-action
https://github.com/marketplace/actions/gzoltar
https://github.com/marketplace?type=actions


B. Setup

GZOLTARACTION requires that the project under debug-
ging is configured to run GZOLTAR [9] either via the
project’s management tool, i.e., Apache Maven plug-in or
Apache Ant task, or via GZOLTAR’s command line interface.
GZOLTARACTION would fail and not report any result, if
it does not successfully run GZOLTAR on the project under
debugging.

As with any GitHub Action, GZOLTARACTION requires
a YAML configuration file that specifies its permissions and
steps. An example of a YAML file for GZOLTARACTION is
presented in Listing 1. In a nutshell, it defines the command to
compile the project under debugging (line 22), the command to
run the project’s test suite and to collect code coverage with
GZOLTAR (line 25), and the command to make GZOLTAR
generate the fault localization data. Lines 33 and above define
GZOLTARACTION’s parameters. The complete list of parame-
ters and their description can be found in GZOLTARACTION’s
documentation on GitHub. Note that, given that GZOLTAR
supports 16 different formulas [5] to compute the likelihood
of each line of code, one may define 16 formulas in Line 34.

1 name: Run GZoltarAction
2 on:
3 push:
4 branches:
5 - main
6 paths-ignore:
7 - "**.md"
8 jobs:
9 fault-localization:

10 permissions:
11 # GZoltarAction requires these two permissions
12 # to be able to create comments on commits and
13 # pull requests
14 contents: write
15 pull-requests: write
16 runs-on: ubuntu-latest
17 steps:
18 - uses: actions/checkout@v3
19 - uses: actions/setup-java@v2
20

21 - name: Compile project’s test suite
22 run: mvn clean test-compile
23

24 - name: Collect code coverage with GZoltar
25 run: mvn -P sufire gzoltar:prepare-agent test
26

27 - name: Generate fault localization data with GZoltar
28 run: mvn gzoltar:fl-report
29

30 - name: Run GZoltarAction
31 uses: GZoltar/gzoltar-github-action@v0.0.2
32 with:
33 build-path: "/target"
34 sfl-ranking: "[ochiai]"
35 sfl-threshold: "[0.5]"
36 sfl-ranking-order: "ochiai"
37 upload-artifacts: true

Listing 1: Example of a configuration file for GZOLTARACTION.

C. Modus operandi

Figure 1 shows GZOLTARACTION’s workflow and the fol-
lowing subsubsections describe each step of the workflow. It
all starts when a developer pushes a new commit(s) to GitHub,
which triggers the execution of any configured GitHub Action,
including our GZOLTARACTION.
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Figure 1: GZOLTARACTION workflow.

1) Validate YAML configuration file: GZOLTARACTION
starts by parsing and validating whether the YAML configu-
ration file is correct. It assesses whether GZOLTARACTION’s
parameters are correct and well instantiated, e.g., whether the
number of elements in the parameter sfl-ranking and
sfl-threshold are the same. GZOLTARACTION ends with
an error message if the file is not correct.

2) Run GZOLTAR: GZOLTARACTION takes the commands
(defined in the YAML file) to run the project’s test suite and
collect their code coverage with GZOLTAR, and execute them.
If any command fails, GZOLTARACTION ends with an error.

3) Parse GZOLTAR’s output: GZOLTARACTION loads and
parses three files generated by GZOLTAR:
• tests.csv: a CSV file with the set of test cases, one per

row, executed by GZOLTAR. Each row contains the name of
the test, the outcome of the test (i.e., pass or fail), execution
time in nanoseconds, and stack trace if the test failed.

• spectra.csv: a CSV file with the set of lines of code,
one per row, in the project under test and their corresponding
suspiciousness score. Each row contains the full name of a
line of code, i.e., class name, method name, and line number,
and its suspiciousness score. Note that while parsing this
file, GZOLTARACTION (a) discards suspicious scores lower
than the defined sfl-threshold and (b) finds the file of
any line of code in the spectra.csv so that it can later
be referenced directly on a comment on GitHub.

• matrix.txt: a text-based coverage matrix of the tests
executed by GZOLTAR. Rows represent test executions, and
columns represent lines of code.
4) Add fault localization report as a comment to commits or

pull requests on GitHub: GZOLTARACTION reports the fault
localization data generated by GZOLTAR for each formula [5]
defined in the YAML, in two different places on the GitHub
UI: (i) as an overall comment of a commit or pull request
and (ii) as a comment at the line or code block level in the
commit diff. Any comment produced by GZOLTARACTION is
written in markdown, the markup language used by GitHub.
(i) The overall comment of a commit or pull request (see
Figure 2) organizes the fault localization data in two different
ways:
• Line Suspiciousness by Algorithm, lists all lines of

code with a suspiciousness score higher than the defined
sfl-threshold. For each line of code, GZOLTARAC-
TION reports (1) the source code, (2) a link to the line
number in its java file on GitHub, (3) the set of test cases
that exercise it (including the test result and stack trace, if
any), and (4) its suspiciousness score. Lines of code are
sorted from the most suspicious to the least suspicious.
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Figure 2: Overall comment of a commit.

• Lines Code Block Suspiciousness by Algorithm, also
lists all lines of code with a suspiciousness score higher
than the defined sfl-threshold, but groups the ones
in consecutive line numbers. Given that a group could be
composed of more than one line of code, the set of test
cases that exercise each line is not reported.

Note that if GZOLTAR does not report any failing test case in
step 2), no fault is detected by the project’s test suite. In such
cases, GZOLTARACTION generates an overall comment:

As there is no failing test, GZOLTAR has nothing to report.

(ii) The comment at the line or code block level in the
commit diff (or the most recent commit in the case of a pull
request, see Figure 3) is injected directly on the line of code
present in the diff, and it only reports the suspiciousness score.
When the diff-comments-code-block parameter is
defined, the comment is injected directly on the last line of
code of the block in the diff.

The colors associated with the suspiciousness score follow
the ColorADD2 system, allowing color-blind people to distin-
guish colors. reports suspiciousness scores lower than 0.50,

greater than 0.50, greater than 0.75, and greater than
0.90.

5) Upload GZOLTAR’s output: If the
upload-artifacts is enabled in the YAML file,
all files generated by GZOLTAR (e.g., serialized coverage file,
or HTML fault localization reports [21]) are copied to the
Action’s output artifact—a zip file containing all directories

2ColorADD - Color is for ALL!, https://www.coloradd.net.

Figure 3: Comment at line level in the commit diff.

and files generated during the execution of the Action. The
artifact is later available for download in the action menu on
GitHub for developers to consult or debug.

D. Limitations

We identified two limitations not inherent to the Action
itself during its development.

1) Comment string length: The comments added by
GZOLTARACTION to commits or pull requests can easily get
very long due to the stack trace of the fault-revealing test
cases. Given that GitHub has a limit of 65,536 characters per

https://www.coloradd.net


comment on a commit or pull request, the action would fail if
GZOLTARACTION’s comments exceed this limit. To minimize
this limitation, GZOLTARACTION truncates the stack trace of
each test to 300 characters and appends “...” when the limit is
exceeded. Nevertheless, the limit can still be exceeded if there
are too many failing tests.

2) Comment area size: GitHub assigns a maximum width
of 780px for the comments box. Although this may be
sufficient for most cases, when there are long lines of code, the
fault localization report generated by GZOLTARACTION could
look unformatted, making it difficult to read and understand
its content. To address this limitation, one could execute a
simple JavaScript script in the browser console to increase the
maximum width size. This script can be found in Listing 5.1
in [22] and its impact in Figure 5.4 in [22].

III. FIRST ATTEMPT OF RUNNING GZOLTARACTION IN
THE OPEN-SOURCE WORLD

The open-source world represents a collaborative and trans-
parent approach to software development, where the source
code is freely accessible and modifiable. This inclusive model
has had a transformative impact on technology and society.
At the forefront of this movement is GitHub, one of the most
trusted platforms to host open-source projects, providing an
ecosystem for developers to collaborate.

Thus, we integrated GZOLTARACTION in the Jedis project3,
one of the most popular Java projects in the curated list
of awesome frameworks, libraries, and software for the Java
programming language4 on GitHub. Jedis is the Java client
for Redis, a popular in-memory database with 11,872 stars
and 226 contributors. For this project, we (i) configured the
execution of GZOLTARACTION5, (ii) created a pull request6

with an introduction to the world of SBFL and GZOLTAR,
and (iii) executed the GZOLTARACTION in a commit with
failing tests7 as a demonstration example to show to Jedis’
developers.

Although the setup process and the execution of GZOLTAR
and GZOLTARACTION ran successfully, the integration of
GZOLTARACTION was not accepted. One of the Jedis main-
tainers mentioned8 that

“It’ll be fascinating to see this project as it progresses
- but for now I think it’s too early to include within this
library. For now, we’ll remain on the sidelines.”

His response shows that there is interest in a solution of this
type (as supported by the related literature [12]), but one might
need more evidence that it works (e.g., in smaller projects)
before it gets integrated into large-scale projects such as Jedis.

3https://github.com/redis/jedis
4https://github.com/akullpp/awesome-java
5https://github.com/hugofpaiva/jedis/blob/master/.github/workflows/
integration-gzoltar.yml

6https://github.com/redis/jedis/pull/3448
7https://github.com/hugofpaiva/jedis/commit/aadeeeb
8https://github.com/redis/jedis/pull/3448#issuecomment-1576735222

IV. RELATED WORK

Bots, automated software agents, can assist developers and
testers in various software engineering tasks (e.g., [23, 24, 25,
26, 27, 28, 29, 30, 31]), including fault localization. Thus, it is
natural that bots that use existing SBFL tools have emerged.
To the best of our knowledge, only one work has proposed a
bot for fault localization.

FLACOCOBOT is a bot that uses the FLACOCO [12] fault
localization tool for Java programs. Briefly, it all starts when a
developer creates or updates a pull request on a platform like
GitHub, which then triggers a job in a CI system (e.g., Travis
or Jenkins). When FLACOCOBOT detects a failing build (note
that it autonomously scans the status of the pipeline from a
list of projects), it clones the project, executes FLACOCO,
computes the top most suspicious lines of code in the pull
request’s diff, and posts a comment on the pull request with
the fault localization data (suspicious score per line of code,
and the set of tests that failed and covered each line).

Although the primary goals of FLACOCOBOT and
GZOLTARACTION are the same, and they share some features
(e.g., the ability to add comments to pull requests or to
individual lines of code), there are few notable differences.9 (1)
FLACOCOBOT (either source code or binary) is unavailable.
GZOLTARACTION, on the other hand, is an open-source
project and it is available in the GitHub Actions Marketplace.
(2) Regarding filtering out the results of the underlying fault
localization tool, FLACOCOBOT allows the selection of the
top-k most suspicious lines of code and GZOLTARACTION
allows the selection of the lines of code with a suspicious score
higher than a given threshold. (3) FLACOCOBOT reports fault
localization data at the line level, whereas GZOLTAR supports
at the line and code block level. (4) Finally, FLACOCOBOT
does not publish or make available the data generated by the
underlying fault localization tool, as opposed to GZOLTARAC-
TION, which uploads the data to the action’s artifact on
GitHub.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed the first bot on automatic fault
localization that is fully integrated into the most popular
code hosting service, GitHub, through GitHub Actions. As for
future work, we aim to explore the creation and inline of the
new GitHub Annotations to replace our current way of adding
comments on pull requests or commit diffs. Annotations are
similar to comments but can be attached to multiple lines or
specific parts of a line of code. They can include a title, a
message, and details; and have multiple levels of severity.
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